
ECE 5510 Fall 2009: Homework 2 Solutions

1. Y&G 1.5.4. See attached pages.

2. Y&G 1.6.4. See attached pages.

3. Y&G 1.7.4. See attached pages.

4. Y&G 1.7.10. See attached pages.

5. Since k balls can be selected from the n + m balls, and order doesn’t matter, there are |S| =
(

n+m

k

)

possible outcomes in the sample space.

(a) Let the event Ar = {r of the k balls are red}. Only when r ≤ k is the event Ar possible
(otherwise it has zero probability). Similarly, it must be that k − r ≤ m and r ≤ n. Since
any combination is equally likely, we use the discrete uniform probability law to say that
P [Ar] = |Ar|

|S| . Again, Ar consists of outcomes in which r red balls (and thus k − r black balls)

are chosen. Assuming that the above inequalities are satisfied, we obtain |Ar| by counting each
of the ways that r red balls are drawn from among the n red balls,

(

n

r

)

, and the ways that the
remaining k − r balls are drawn among the m black balls,

(

m

k−r

)

. Thus the total number of

favorable outcomes
(

n

r

)(

m

k−r

)

.

P [Ar] =
|Ar|

|S|
=

(

n

r

)(

m

k−r

)

(

n+m

k

)

(b) Here, note that {Ar} for r = 0, 1, . . . , k form a partition of the sample space. This is because
Ar0

∩ Ar1
= ∅ for any r0 6= r1 since we can’t have any outcome which has exactly r0 red balls

and exactly r1 red balls in it. Further, there are no outcomes that don’t have between 0 and
k red balls in them. Since {Ar} is a partition of S,
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Ar = S and thus
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= |S| =

(
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)

The first equality on the second line is due to the fact that {Ar} are mutually exclusive.

6. Let the events be:

• dieA: choose die A

• dieB: choose die B

• On: olive face on throw n

• Ln: lavender face on throw n

(a) The nth throw is no different from any throw of the die. Using the law of total probability,

P [On] = P [On ∩ dieA] + P [On ∩ dieB]

= P [On|dieA] P [dieA] + P [On|dieB] P [dieB]

= (5/6)(1/2) + (1/2)(1/2) = 2/3
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Figure 1: Tree.

(b) These two throws are NOT independent! They both depend on the outcome of the one coin
flip.

P [On ∩ On+1] = P [On ∩ On+1 ∩ dieA] + P [On ∩ On+1 ∩ dieB]

= P [On ∩ On+1|dieA]P [dieA] + P [On ∩ On+1|dieB]P [dieB]

= (5/6)(5/6)(1/2) + (1/2)(1/2)(1/2) = 17/36

(c)

P [On+1|O1 ∩ · · · ∩ On] =
P [On+1 ∩ On ∩ · · · ∩ O1]

P [O1 ∩ · · · ∩ On]

Extrapolating from (b), this is

P [On+1|O1 ∩ · · · ∩ On] =
(5/6)n+1(1/2) + (1/2)n+1(1/2)

(5/6)n(1/2) + (1/2)n(1/2)

=
(5/6) + (1/2)(3/5)n

1 + (3/5)n

As n becomes large, (3/5)n → 0. Thus the numerator approaches 5/6 and the denominator
approaches 1. So P [On+1|O1 ∩ · · · ∩ On] approaches 5/6, indicating that die A is being used.










