ECE 5510 Fall 2009: Homework 6 Solutions

. Y&G 4.7.7: See additional pages.
. Y&G 4.11.2: See additional pages.

(Double credit) The shape of the pdf is drawn in Fig. 1, for your reference (it was not
asked for in the problem, but it may help.)
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Figure 1: Figure for problem 3 of the joint pdf of X; and X5.

(a) Since the volume under the joint pdf is one,

1 T
1 = //fX17X2($1,$2)dx1dx2: / cxlxgdxgdxl

x1=0 2=0

1 T1 1
c/ :1:1/ To dxodr] = c/ a;l(a;%/2) dzq
z1=0 xo=0 x1=0
1
_ ¢ 8. — Crant 6
2 /xlzo vidry = 2 [$1/4|w1:0 -8’

which implies that ¢ = 8.

(b) Random variables X; and Xy are not independent. One simple explanation is that
if the support (the non-zero part) of the pdf is non-square, then the two r.v.s are
not independent. Alternatively, you could show that the product of the marginal
pdfs is not equal to the joint pdf.

(c) fx,(z1)= f;;:O 8119 dre = 821(23/2) = 423, for 0 < 21 < 1, and zero otherwise.
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(d) Find fx,|x, (v2[0.5). First, find fx,|x, (z2|r1):

Ixy,x,(%1,22)

fX2\X1($2‘$1) = { Ixy (@)

0, o.w.

O<zra<1 <1

)
4xy _

{8&% 0<ay<m <1 {2—;15 0<ay<m <1

0, o.w. 0, o.w.

so at x1 = 0.5, the conditional pdf is

8xa, 0<x9 <0.5
fXQ‘Xl(‘T2‘O'5) = { 0, o.w.
(e) To compute the variance of X, first find its mean:

1

Ex, [X1] = /xlfxl (71)dry = / r14aidey = 4/5
x1=0

Next, find the 2nd moment of X7,
1

Ex, [X7] = / zi fx, (21)day = / afdatdey =2/3

x1=0

Finally, the variance is
2
Vary, [X1] = Ex, [X{] — (Ex, [X1])? =2/3 — 16/25 = == ~ 0.0267

(f) This expectation of the product of XXy is

1 x1
Ex, x, [ X1 Xo] = = //wlivzfxl,xz(iﬂl,lﬂz)dwldfﬂz =/ / 8x373 dradr:
xr1=0 Jax2=0

= / a:l/ 23 dxydry —8/ Ox%(mi’/i%) dxy

s 4
= 2 dy = < [25/6 A
3/961:0%1 173 5 (247611, = 89

(g) For the covariance matrix, we need two additional numbers, the variance of X, and
Cov (X1, X>). For the latter,

COV (Xl,Xg) = EX17X2 [Xng] — EX1 [Xl] EX2 [XQ]

Finding the marginal pdf of Xy, fx,(z2) = f;l ey 8rixodry = 8x9 (% — g—§> =

4(mg — 23), for 0 < 3 < 1, and zero otherwise. So

1 3 51
1 1
Ex,[Xs] = Azg — 2d)deg =4 |2 — 22| 4|2 - 2| =8/15
X, [Xo] /mzofﬂz (z2 — x5)dzo [3 5, - /
1 4 61
T x 1 1
Ex, [X3] = /902:0 234(zy — 23)dre = 4 [f — €2 = 4 [Z — 6] =1/3
Varx, [Xo] = Ex, [X3] — (Ex, [X2])®> =1/3 — (8/15)% = 11/225 ~ 0.0489
Cov (X1, Xa) = Ex, x, [X1Xo] - Ex, [Xi] Ex, [X2]
4 48 4
— I = ~0.0178 (1)

9 515 225
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So the covariance matrix can be formed with the covariance and variance terms:

6 4
- 0.0267 0.0178
— 25 ~
Ox = [ I ] - [ 0.0178 0.0489

225 25

N
=5
[S

A good check to do is to make sure that the correlation coefficient has magnitude
less than one. (This was not asked for but is a good thing to do.)

Cov (Xl,Xg) . 4

= = ~ (0.492
\/VaI‘X2 [XQ] Vaer [Xl] \/@

P

So yes, the p is valid.

In Y&G page 192-193, it points out to us that we can write the bivariate Gaussian
pdf as:

1 _(zl—%nz 1 _<x2—ﬁ2§x1))2
fx Xo\Z1,T2) = e B " 265
! 2( ’ ) \/2770% \/27‘(’5’%
fxaix: (@2lz1) =[xy xo(z1,22)/ fx, (1)
1 _ (zg—fig(x1)?
g (& 2&2
/2753
where
- o)
fio(r1) = p2+ Pa—l(ml — 1)
55 = o3(1—p°)

In this case, for the particular values, pux, =1, ux, = 2, ag(l =1, a§<2 = 4 and
p=0.5:

2
/Lg(xl) = 2+ 05I(a;1 — 1) =14+
53 = 4(1-025)=3
So,

—(mz—m1—1)2/6.

1
To|X = (&
fX2|X1( 2’ 1) \/@

Let Z = 2X; — 3X,. First, find the mean and variance of Z:

Ex\x; [Z] = Ex, x,[2X1 —3Xs] =2Ex, x, [X1] — 3Ex, x, [X2]
= 2(1)-3(2)=-4
Vaer,Xg [Z] = VarX17X2 [2X1 — 3X2]
= Vary, [2X;] + Varx, [-3X3] + 2Cov (2X7, —3X>5) (2)

But from the definition of covariance, we can see that
Cov (2X1, —3X2) = EX1,X2 [2X1(—3)X2] — EX1 [2X1] EX2 [—3X2]

= —6FEx, x, [X1Xo] +6Ex, [X1] Ex, [X2]
= —6Cov (X1, X3) (3)
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Also, from the definition of correlation coefficient p,

Cov (X1, X2) = py/0%,0%, = 0.5(2)(1) = 1.

Plugging this back into (2),

Varx, x, [Z] = 4Varx, [X1]+9Varx, [X2]+2(—6)Cov (X1, X2) = 4(1)+9(4)—12(1) = 28.

5. Since Px, (x) is binomial with parameters n and p,

Px, (z) = <Z>pw(1 —p)""

And the pmf for X5 is exactly the same since X» is also Binomial with the same param-
eters. Thus given that Py (y) = >, c5, Px, (%) Px,(y — x),

Py(y) = En: <Z>px(1 ) (y g x>py—:c(1 e

2=0
: ;izo <Z> <y ﬁ x>pmpy_m(1 — )" (1 — p)YTE
) wzi;] <Z> <y ﬁ x>py(1 _p)2y

— pY(1—p)>Y ;i:o <Z> <y ! m)

Given that >0, (%) (yfm) = (2;)7

2n

Py (y) = <y

Jpra—p

which is just the binomial distribution for parameters p and 2n. This makes intuitive
sense because if X; counts how many successes we have in n independent Bernoulli trials,
and then we add that number to X5, the number of successes we have in another n
independent Bernoulli trials, it would be the same as counting the number of successes
in 2n independent Bernoulli trials.



Problem 4.7.6 Solution

Yy

1/16

4 4 P € )
Xy (7,y) W
V=4
1/12 1/16

3 4 [J [
W=3 W=3
V=3 V=4
1/8 1/12 1/16

2 A [ [J [
W=2 W=2 W=2
V=2 V=3 V=4
1/4 1/8 1/12 1/16

1 4 [ [ [ [
W=1 W=1 W=1 W=1
V=1 V=2 V=3 V=4

0 T T T T

0 1 2 3 4

To solve this problem, we identify the
values of W = min(X,Y) and V =
max(X,Y) for each possible pair z, y.
Here we observe that W = Y and
V = X. This is a result of the under-
lying experiment in that given X =
xz, each Y € {1,2,...,z} is equally
likely. Hence Y < X. This implies
min(X,Y) =Y and max(X,Y) = X.

Using the results from Problem 4.7.4, we have the following answers.

(a) The expected values are

EW]=E[Y]|=7/4 =E[X]=5/2 (1)
(b) The variances are
Var[W] = Var[Y] = 41/48 Var[V] = Var[X]| = 5/4 (2)
(¢) The correlation is
rwy =E[WV]=E[XY]=rxy =5 (3)
(d) The covariance of W and V is
Cov [W,V] = Cov [X,Y] =10/16 (4)
(e) The correlation coefficient is
PWY = PXy = NG ~ 0.605 (5)

Problem 4.7.7 Solution

First, we observe that Y has mean py = apy +b and variance Var[Y] = a? Var[X]. The covariance

of X and Y is
Cov[X,Y] = E[(X — pux)(aX +b—apux —b)] (1)
= aE [(X — px)’] (2)
= a Var[X] (3)
The correlation coeflicient is
v Cov [X,Y] a Var[X] _a ()

N \/Var[X],/Var[Y] N v/ Var[X]/a? Var[X] ~ al
When a >0, pxy =1. When a <0, pxy = 1.



Problem 4.11.2 Solution
For the joint PDF , ,
fxy(@,y) = cem G taytay), (1)

we proceed as in Problem 4.11.1 to find values for oy, ox, F[X], E[Y] and p.

(a) First, we try to solve the following equations

(LE[X]Y = 4(1 — p¥)a? (2)
0Xx
2
(22) —sa- e 3
oy
. (4)
ox0oy

The first two equations yield E[X]| = E[Y] =0
(b) To find the correlation coefficient p, we observe that
ox =1/Vil—p?) oy =1/\/8(1—p?) (5)
Using ox and oy in the third equation yields p = 1/v/2.
(c) Since p = 1/4/2, now we can solve for ox and oy.

ox =1/V2 oy =1/2 (6)

(d) From here we can solve for c.

c= ! _ (7)

B 2noxoy\/1—p? T

(e) X and Y are dependent because p # 0.

Problem 4.11.3 Solution

From the problem statement, we learn that

From Theorem 4.30, the conditional expectation of Y given X is
- Oy
EY|X] = iy (X) = py +p (X = px) = pX (2)
In the problem statement, we learn that E[Y|X| = X/2. Hence p = 1/2. From Definition 4.17, the

joint PDF is

1
Ly (0,y) = e 2l (3)

186



