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ABSTRACT
As demand for radio spectrum increases with the widespread use
of wireless devices, effective spectrum allocation requires more
flexibility in terms of time, space, and frequency. In order to protect
users in next-generation wireless networks from interference, spec-
trum managers must have the ability to efficiently and accurately
locate transmitters. We present TL;DL, a practical deep-learning
based technique for multiple transmitter localization on crowd-
sourced data where all sensors and transmitters may be mobile
and transmit with unknown power. We map sensor readings to an
image representing the sensor location, then use a convolutional
neural network to learn to generate a target image of transmitter
locations. We also introduce a novel data-augmentation technique
to drastically improve generalization and enable accurate localiza-
tion on limited data. In our evaluation, TL;DL outperforms previous
approaches on small real-world datasets with low sensor density,
in terms of both accuracy and detection.

CCS CONCEPTS
• Networks → Location based services; Network manageability;
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1 INTRODUCTION
Due to high spectrum demand in both urban and rural areas, shar-
ing spectrum is an essential component of next-generation wireless
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Figure 1: Spectrum monitoring and localization model

networks. Although spectrum sharing between licensed and unli-
censed users is a defining characteristic of cognitive radio networks
and other proposed network systems, the increasing affordability
of software-defined radios (SDR) presents a convenient method for
users to transmit without authorization or at power levels beyond
what they have been authorized. Consider a situation where these
SDR users transmit without regard for the interference caused to
other users. These illegal transmissions could be accidental, or could
be caused by device malware or malicious user behavior.

Current methods for detecting spectrum violations at the U.S.
Federal Communications Commission (FCC) enforcement bureau
involve complaints and extensive manual investigation, which can
take months or years to identify illegal signals and resume normal
service due to the mobility of violators and the human-in-the-loop.
In one case from 2014, a disgruntled Florida driver regularly jammed
cellular communication for over two years before cellular compa-
nies reported patterns of interference and FCC enforcement officials
were able to locate the jamming device [12].

In a practical setting, we envision an automatic monitoring sys-
tem where spectrum management authorities use crowdsourced
data for sensing and localizing offending transmitters, shown in Fig-
ure 1, in order to prevent spectrum violations and minimize harmful
interference to authorized users. A “sensor crowd" made up of var-
ious commodity wireless devices would sense the spectrum and
report the sensing data to a central monitoring authority, which
could use a localization algorithm to locate unauthorized transmit-
ters. Due to the use of commodity hardware to source spectrum
measurements, we propose using received signal strength indicator
(RSSI) measurements for localization, as opposed to measurements
such as angle-of-arrival, which requires specialized hardware, or
time-difference-of-arrival, which would involve sharing recorded
signals with a central user, introducing serious privacy concerns.
Konings et al. [4] note that raw RSSI values are not an accurate
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measurement of true RSS values, but that with some calibration it
may be possible to use raw RSSI values for localization. Our findings
in this work, as well as those in [2, 9] support this idea.

RSS-based localization has been investigated for both single
transmitter [5, 13] and multi-transmitter scenarios [2, 3]. These
traditional methods rely solely on given RSS measurements and
an assumed RF propagation model. This makes them error-prone
when the assumed propagation model cannot capture the com-
plex propagation characteristics of a real-world environment. To
alleviate this issue, recent localization techniques [9, 14–16] use
machine learning with environment-specific training data. Several
existing studies [9, 14] demonstrate the advantage of learning-based
techniques over non-learning localization methods.

Machine learning for localization has also been studied exten-
sively in the context of fingerprint-based indoor localization or
positioning [6, 11]. However, these methods require either the trans-
mitters or the receivers to be at fixed locations. Thus these solutions
cannot handle our setting of interest, where we allow unrestricted
mobility for both transmitters and receivers.

Many learning-based localization methods still have high rates of
misdetection (missing certain transmitters) and false alarm (detect-
ing more transmitters than are actually present), to the degree that
an automatic system for monitoring spectrum remains infeasible.
The learning-based technique LLOCUS interpolates RSS measure-
ments from mobile sensors to a set of static locations and uses the
interpolated data to learn a simple machine learning model for
localization [9]. Another learning-based technique, MAP*, uses a
hypothesis-driven Bayesian approach to localize multiple trans-
mitters [15]. Both of these techniques have low precision, and the
computation required for both techniques becomes infeasible as
the number of sensors grows, as shown in [14] and this work.

Recent promising approaches for MTL have borrowed from deep
learning techniques for image processing. DeepTxFinder [16] intro-
duces the idea of viewing sensor data as a 2D image, where the pixel
value corresponding to a sensor position is set to the measured RSS
value. However, this method trains multiple different networks to
localize different numbers of transmitters, requiring a huge amount
of data. Another deep learning technique, DeepMTL [14], uses con-
volutional neural networks (CNNs) to perform an image-to-image
transformation, similar to this paper. However, in their simulations
DeepMTL requires an extremely high sensor density as well as a
huge amount of training data in order to achieve high accuracy and
precision.

In a step towards a practical localization system, we present
TL;DL (Transmitter Localization with Deep Learning), a supervised
learning technique which uses crowdsourced RSSI measurements
to accurately and efficiently localize multiple transmitters. TL;DL
can accurately localize transmitters with only a small amount of
training data, and maintains a short enough runtime for real-time
monitoring. We allow unrestricted mobility for both transmitters
and receivers, and make no assumptions about the power level,
distance between, or number of transmitters.

Similar to [14, 16], we view localization as an image processing
problem. In our setting, a 2D map of sensor data (RSSI values) is
transformed via CNN to a 2D map of transmitter locations. Given a
set of sensor locations and RSSI values, we represent each sensor
as a pixel in a 2D input array, and map each transmitter location

to a corresponding pixel in a 2D target array. Our CNN learns to
approximate the 2D target array and predict transmitter locations.
We use the residual CNN architecture from [8] which removes the
need for high sensor density and allows for a deeper network with
richer features.

Although deep learning approaches often require a significant
amount of training data for good performance, we use novel data
augmentation techniques to learn accurate localization functions for
small, real-world datasets with as few as 35 training samples, in both
indoor and outdoor environments. Our experimental results show
that TL;DL achieves significantly higher performance than other
state-of-the-art localization techniques on most datasets in terms
of both localization error detection rates. We also show that deep
learning-based localization is orders of magnitude faster than other
state-of-the-art techniques, regardless of whether computation is
run on the GPU or CPU.

The main contributions of this work are as follows:
• We develop a deep learning localization technique, TL;DL, which
improves on other deep learning-based localization techniques
due to an improved CNN architecture.

• Using a novel data augmentation technique, we show that TL;DL
is effective even in extremely limited data regimes.

• We evaluate TL;DL in multiple environments, and compare per-
formance with other MTL techniques.

• We discuss our vision for a practical real-time localization system.
Although TL;DL is a significant step towards practical localiza-
tion, several design problems remain before such a system could
be implemented.

2 PROBLEM FORMULATION
We consider a geographic area in which various users operate in
a shared spectrum setting. Within this area, authorized devices
periodically share RSSI measurements and location data with the
central manager, as depicted in Figure 1. This central manager is
responsible for identifying the location of 𝑀 transmitters in this
area, each of which may be transmitting at a unique power level.
Let this set of transmitter coordinates be 𝑄 .

At time 𝑡 , the spectrum manager receives a set of RSSI measure-
ments and coordinates, 𝑆𝑡 , crowdsourced from a subset of active
users in the environment; each measurement is assumed to contain
noise in both the location and RSSI measurements. The objective of
learning-based localization is to learn some function 𝐿 to approxi-
mate 𝑄 , denoted 𝐿(𝑆𝑡 ) = �̂� .

If 𝐿 does not correctly predict the number of transmitters, or
if the distance between a prediction and the actual transmitter is
beyond a maximum error threshold, then this is a case of either
misdetection, where at least one transmitter is not located, or false
alarm, where at least one prediction does not correspond to a real
transmitter. Either false alarm or misdetection could be preferable
in different circumstances, such as when either the cost of active
enforcement or the cost of harmful interference is much higher.

3 TL;DL METHODOLOGY
The adoption of deep learning across many domains is due to one of
its fundamental advantages: rather than attempting to engineer fea-
tures to solve a complex learning problem, allow the intermediate



layers of a neural network to learn to identify which features are
helpful in the overall optimization problem. We attempt a similar
approach here; rather than using interpolation between sensors,
path loss estimation, power estimation, or other techniques com-
monly used in localization, we use a single CNN to transform sensor
information into transmitter locations.

3.1 Localization via Image Transformation
Let a vector of measurements be 𝑆 , and the vector of transmitters
be 𝑄 . The pair (𝑆,𝑄) forms a single sample of our dataset. In order
to capture the spatial relationship between sensors, we use 𝑆 to
generate a 2D map 𝑋 where each element or pixel in the array
corresponds to the location of a sensor, 𝑠𝑖 , and is set to the normal-
ized RSSI value of the sensor. We similarly convert the location of
transmitters to a 2D map 𝑌 , where the location of each transmitter
is marked by a 3 × 3 square of pixels with a center value of 1 and
exterior values of 0.5, similar to the technique used in [14]. This 3×3
target is used instead of a single pixel in order to improve the rate
at which the network learns, but our experiments found this larger
target is not required to achieve similar localization performance.
This image-to-image formulation is shown in the left side of Figure
2, where the sensor and transmitter locations both are converted
to images 𝑋 and 𝑌 . Note that this conversion process will typically
require some discretization of the real-valued coordinates, depend-
ing on the distance represented by each pixel. This pixel-distance
relationship can have an impact on accuracy and performance, but
in this work we only consider a constant scale of 1 meter per pixel.

All pixels in𝑋 and𝑌 that do not represent a transmitter or sensor
are set to the minimum RSSI value of -114 dB. Unlike other works
in localization (such as [9]), we do not perform any interpolation
between the sensors in each data sample since a CNN is well suited
for learning interpolation functions.

3.2 Data Augmentation
Although most deep learning models are trained on thousands of
unique data points, we use novel data augmentation techniques
to improve localization accuracy. We use two data augmentation
techniques: power variation and sensor dropout.

Since transmitters typically adjust transmission power according
to the environment, we use power variation to ensure localization
accuracy when transmitters adjust power levels. For power vari-
ation, we normalize all pixels in the input image to be between 0
and 1, then scale all values in each sample by a uniform random
factor between 0.8 and 1, which corresponds to a ~0 to 20 dB re-
duction in RSSI values. Crucially, we do not modify our network
architecture in any way in order to handle varying power levels,
greatly simplifying the problem compared to iterative methods that
find each transmitter, then attempt to subtract the influence of that
transmitter from the measured values [2, 9, 14, 15].

With crowdsourced information, we do not expect a central
manager to have access to a large set of data, and we also expect
devices to be randomly mobile. We use sensor dropout to simulate
the receiver mobility one would expect in real crowdsourced data.
For sensor dropout, we repeat each data sample many times in our
training data, censoring a different set of sensors each time. This
process is shown in Figure 3.

3.3 Convolutional Network Architecture
For localization using deep learning, the receptive field of our output
image is crucial to system performance. For a transmitter located
at position 𝑖, 𝑗 in the target map 𝑌 , the receptive field of 𝑌𝑖 𝑗 is
the number of elements in the input 𝑋 that determine 𝑌𝑖 𝑗 . If the
receptive field is too small to capture any sensors in the input
image, then there is no way to correctly localize the transmitter.
In particular, we found that small receptive fields were one of the
main failings when using earlier deep learning-based approaches
for localization.

We use the U-Net architecture fromRonneberger et al. [8]. shown
in Figure 4, which has a generous receptive field of 140 × 140,
much larger than any of the images used in our evaluation. U-
Net uses residual connections between layers to preserve local
high-resolution information that may otherwise be lost during
downsampling operations, while allowing for a deeper network.

Our U-Net model takes an input 𝑋 and produces an output
𝑌 , which is an approximation of the target image 𝑌 . If any pixel
value in 𝑌 is greater than a threshold 𝛾 = 0.2, then this pixel
location is determined to contain a transmitter. The threshold 𝛾 is
set experimentally, and can be tuned to reduce the misdetection or
false alarm rate. During evaluation, if multiple neighboring pixels
are greater than the threshold 𝛾 , we suppress any transmitters
detected in the 8 neighboring pixels of each local maximum, which
reduces the number of false alarms in our output.

We use the per pixel mean-squared error (MSE) as a loss function,
rather than the cross-entropy typically used for binary classification.
This is due to the imbalance between the two classifications, and
was experimentally verified.

Higher sub-pixel accuracy can be achieved by using an additional
deep learning model for precise localization. In this work we focus
on improving detection in the output image 𝑌 , after which another
model could be used to improve sub-pixel localization. We refer the
reader to [14] for details on this topic.

One issue common in any detection problem is that the number
of predictions may not necessarily match the number of actual
transmitters. The predictions from 𝑌 are recorded in a vector �̂� ,
which may or may not be the same size as the target vector 𝑄 .
In this case, we perform a minimum distance assignment, where
we find the best possible ordering of �̂� so that the total distance
between corresponding coordinates 𝑄𝑖 and 𝑄𝑖 is minimized. This
can be done efficiently, as is well-known.

In summary, TL;DL uses the following approach, shown visually
in Figure 2: Convert a set of sensor observations 𝑆 to a normalized
image 𝑋 . Using the learned CNN function 𝐿, compute 𝑌 = 𝐿(𝑋 ).
Use a threshold𝛾 = 0.2 to determine if each pixel reading is detected
as a transmitter, along with a 3 × 3 filter to suppress detection near
local maxima. Given the masked and thresholded version of 𝑌 , take
the coordinates of each detected transmitter to make the prediction
vector �̂� for final evaluation.

4 EVALUATION AND RESULTS
In order to evaluate the performance of our technique, we train and
test TL;DL on various real-world datasets with different numbers
of transmitters and different propagation characteristics. We show
that TL;DL outperforms prior techniques, according to metrics



Figure 2: The CNN image training pipeline. Sensor and transmitter data is made into images which train the CNN. The network
prediction 𝑌 is masked and thresholded to isolate transmitters, and the coordinates of each non-zero pixel are output.

Table 1: Datasets used for evaluation

Dataset Location Area Samples Sensors per sample Description

1 Cluttered Office [5] 182 m 44 with 1-Tx 43 (10 to 12 selected) Stationary Tx and Rx
2 Outdoor Park 702 m 44 with 1-Tx > 150 (10 to 12 selected) Stationary Tx, mobile Rx
3 Square Hallways 352 m 329 with 1-Tx, 103 with 2-Tx 5 to 9 Mobile Tx and Rx
4 Outdoor Campus 302 m 120 with 1-Tx, 308 with 2-Tx 5 to 8 Mobile Tx and Rx
5 ORBIT Testbed [7] 252 m 1500 samples with 1 to 5 Tx 3 to 8 Stationary Tx and Rx

Figure 3: For augmentation via sensor dropout, a random
subset of sensors is used to create new data samples.

Figure 4: The U-Net architecture

of localization error 𝜖𝑙 , misdetection rate 𝜖𝑑 , false alarm rate 𝜖𝑓 𝑎 ,
and the optimal sub-patter assignment (OSPA) metric 𝜖𝑝 , which
captures localization and cardinality errors in a single metric [10].
OSPA uses following formula when𝑀 ≤ �̂� , where �̂� is the number

Figure 5: Example images from Datasets 1-5 (R to L). The top
row is the sensor input image, with transmitter locations on
bottom.

of predicted transmitters:
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where 𝑑𝑔 (�̂�𝑖 , 𝑄𝑖 ) = min(𝑔,𝑑 (�̂�𝑖 , 𝑄)). When 𝑀 > �̂� , the OSPA
metric is obtained by inverting 𝑄 and �̂� in (1). The OSPA metric is
heavily reliant on a penalty parameter 𝑔, which is the penalty for
false alarm or misdetection. A larger penalty increases the impact of
cardinality errors but can favor predictions with large localization
error 𝜖𝑙 . We use 𝑔 = 15 as a penalty throughout this work.

We evaluate TL;DL in five different locations. Three of the datasets
consist of indoor measurements, and two consist of outdoor mea-
surements. There are between 1 and 5 transmitters per sample.
See Table 1 for details on each measurement setup. For additional
context, a single sample from each dataset is shown in Figure 5.

We compare TL;DL with the following localization techniques:
• SPLOT [2]: Discretize the area of interest into bins, use a path-
loss model based on reported data to estimate the transmit power
field of each bin, and declare the bin with maximum transmit
power field to be the location of the transmitter.
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Figure 6: OSPA Metric for all datasets.

• LLOCUS [9]: Interpolate mobile sensor data to a set of fixed
locations and train a simple ML model to predict transmitter
location using interpolated training data.

• DeepMTL [14]: CNN-based technique using image-to-image trans-
formation, similar to TL;DL. DeepMTL has a 17 × 17 receptive
field, with no data additional augmentation techniques. It also
considers the use of an additional CNN model for sub-pixel pre-
diction, which is not implemented in this evaluation.

• DeepTxFinder [16]: Use a CNN with many branches: the first
branch predicts the number of transmitters, then the branch of the
network corresponding to the predicted number of transmitters
outputs a set of coordinates for each transmitter.
For evaluation of each MTL technique, we randomly select 20%

of the transmitter samples in each dataset for testing, with the
remainder for training. We display the average results for 3 random
test/train splits. In order to maintain the crowdsourced setting, we
restrict the number of sensors included in each image to no more
than 12 sensors per sample, as shown in Table 1.

The deep learningmethods, TL;DL, DeepMTL, andDeepTxFinder,
were trained independently on each dataset, with no fine-tuning
on pre-trained models. Each model was trained for 100 epochs after
test error reached a minimum, up to 1000 epochs. Although the
training process is notoriously variable, models typically reached a
minimum error after 20-200 epochs.

4.1 Experimental Results
First, we compare TL;DL against several other localization tech-
niques for solving MTL, with OSPA results from 5 datasets shown
in Figure 6 and full results shown in Table 2. TL;DL outperforms or
competes with all other techniques in terms of localization error
𝜖𝑙 and the weighted OSPA metric 𝜖𝑝 . TL;DL improves on localiza-
tion error in the majority of the datasets, with the most drastic
improvements on Datasets 3, 4, and 5. These results show our
image-to-image transformation technique is more effective than
other deep learning-based models.

The importance of a large receptive field can be seen by compar-
ing results from TL;DL and DeepMTL, both of which use a similar
approach, but with different CNN architectures. In the results for
Dataset 3, hallways surround office space in a 30× 30m square, and
DeepMTL’s small 17 × 17 receptive field prevents the model from
learning to localize transmitters based on distant sensor values.
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Figure 7: Impact of data augmentation on localization per-
formance for TL;DL.

Another interesting finding shown in Figure 6 is the poor per-
formance of SPLOT and LLOCUS on Dataset 5, which has up to
5 transmitters per test sample. Since both LLOCUS and SPLOT
operate under the assumption that no transmitter can be detected
without a locally maximum sensor value, they would be incapable
of detecting more than a single transmitter in many configurations.

In general, all techniques perform poorly on Dataset 2, indicat-
ing that this setting presents a significantly harder localization
problem. We had expected difficulty with Dataset 5, since there
are multiple transmitters in close proximity, but the poor perfor-
mance on Dataset 2 is somewhat surprising. We expect that this
poor performance is due to large amounts of noise we observed
in sensor measurements, both in GPS and RSSI values. Unlike the
other datasets, each sample in Dataset 2 was captured by a single
mobile sensor over several minutes, rather than multiple sensors
taking one simultaneous measurement.

Benefit of augmentation: In Figure 7 we compare the perfor-
mance of our sensor dropout augmentation technique. We see a
notable improvement in performance on Datasets 1 and 2. As shown
in Table 1, these datasets only contain 44 unique samples, so using
our data augmentation technique to provide 5000 additional samples
notably improves performance. The other datasets include several
hundred samples, so data augmentation provides less benefit.

Timing results: Table 3 presents the runtime information for
each of our various localization techniques on an AMD 3900X CPU.
The runtime of various techniques is directly impacted by the type
of data present in the dataset. For example, datasets 1 and 2 both
contained the same number of training samples, but the matrix-
inversion operation of SPLOT took ~70× longer for Dataset 2 due
to over 100 sensors per sample in the training data. Similarly, the
size difference of the monitored region from Dataset 1 to Dataset 2
(18×18m to 70×70m) caused a ~10× slowdown for TL;DL on CPU.
However, we can see that deep learning-based models are faster
than the competition and efficient enough to use in a real-time
monitoring system, even without the use of a GPU.

5 DISCUSSION
TL;DL performs well on small datasets, but it is not yet a com-
plete system for practical real-world localization. We note several
potential limitations.

• TL;DL has not been evaluated on a large area. The POWDER
[1] experimental testbed requires spectrum monitoring over
a 4 km2 area, and could use potentially use TL;DL to identify
sources of interference.



Table 2: Single Transmitter Data

DS1 DS2 DS3 DS4 DS5
𝜖𝑙 𝜖𝑑 𝜖𝑓 𝑎 𝜖𝑝 𝜖𝑙 𝜖𝑑 𝜖𝑓 𝑎 𝜖𝑝 𝜖𝑙 𝜖𝑑 𝜖𝑓 𝑎 𝜖𝑝 𝜖𝑙 𝜖𝑑 𝜖𝑓 𝑎 𝜖𝑝 𝜖𝑙 𝜖𝑑 𝜖𝑓 𝑎 𝜖𝑝

TL;DL 2.8 0 0.01 3.1 12.4 0.25 0.02 11.6 2.5 0.03 0.03 3.7 0.7 0 0.02 1.6 2.3 0.06 0.06 9.5
DeepTx 7.3 0 0 7.3 57.7 0.14 0.07 15.5 14.1 0.02 0.09 12.3 8.6 0 0.02 9.0 7.4 0.02 0.10 12.1
DeepMTL 6.8 0.35 0.13 12.6 19.7 0.60 0.04 14.5 22.7 0.61 0.07 16.2 12.5 0.40 0.14 17.3 3.3 0.11 0.13 15.2
LLOCUS 3.0 0.30 0.08 8.4 10.1 0.28 0.30 17.0 7.9 0.52 0.06 12.7 7.4 0.08 0.22 13.6 4.9 0.82 0 26.8
SPLOT 3.8 0.04 0 4.19 9.2 0 0.57 18.8 9.8 0 0.45 16.8 6.3 0 0.19 10.3 8.7 0.67 0 24.7

Table 3: Runtime of localization techniques (ms).

DS1 DS2 DS3 DS4 DS5

TL;DL 1 14 4 10 2
DeepMTL 0.1 0.8 0.3 0.6 0.2
DeepTx 2 14 7 15 5
LLOCUS 346 380 15867 2967 43
SPLOT 1 343 33 124 9

• Dynamic environments could also affect TL;DL’s perfor-
mance. As noted in [4] and in our own data, there can be
very large variability in RSSI values. It’s possible that we
could observe even larger RSSI variations over time due to
changing foliage, traffic patterns, or other environmental
changes. Preliminary tests with TL;DL show that models
trained on one dataset do not always achieve a good ac-
curacy in an unseen environment. How could this system
become more robust to environmental changes?

• With any deep learning based solution, it is difficult to tell if
the architecture used in TL;DL is the “correct” one, especially
when require the model to transfer or scale to large areas.

• In each dataset used in this work, all RSSI measurements
were taken with the same type of measurement device. In
real crowdsourced data, we would expect RSSI values from
different types of hardware to have dramatically different
RSSI values. How would multiple types of hardware impact
TL;DL performance?

6 CONCLUSION
In this paper we presented TL;DL, a practical deep learning-based
technique for multiple transmitter localization that uses crowd-
sourced data to efficiently and accurately locate multiple trans-
mitters. We addressed two primary challenges in developing this
method. First, we utilized a CNN architecture with a large receptive
field to gather relevant information and residual connections that
maintain local features. Second, we developed sensor dropout as a
data augmentation technique to make the use of TL;DL feasible in
environments with very little training data. We believe that TL;DL
gives an approach to design an operational system for real-time
localization over large domains.
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