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Abstract—Future networks which share spectrum dynamically
among groups of mobile users will require fast and accurate
channel estimation in order to guarantee signal-to-interference-
plus-noise ratio (SINR) requirements for co-channel links. There
is a need for channel models with low computational complexity
and high accuracy that adapt to the particular area of deploy-
ment while preserving explainability. We propose the Channel
Estimation via Loss Field (CELF) model, which uses channel loss
measurements from a deployed network and a Bayesian linear
regression method to estimate a site-specific loss field for the area.
The loss field is explainable as a site map of additional radio
‘shadowing’, compared to a base channel model, but it requires
no site-specific terrain or building information. For an arbitrary
pair of transmitter and receiver positions, CELF sums the loss
field near the link line to estimate its shadowing loss. We use
extensive measurements to show that CELF lowers the variance
of channel estimates by up to 56% compared to the path loss
exponent model, and outperforms 3 popular machine learning
methods in variance reduction and training efficiency. CELF
offers a new type of explainable learning model for accurate
and fast site-specific radio channel loss estimation.

Index Terms—channel modeling, shadowing prediction, dy-
namic spectrum assignment

I. INTRODUCTION

Spectrum allocation is becoming increasingly dynamic and
shareable in order to meet the growing demand [1], [2].
Examples include the citizens broadband radio service (CBRS)
band [3], and the radio dynamic zone [4], [5]. A major part of
the challenge to achieve reliable dynamic spectrum allocation
is to accurately and efficiently predict signal and interference
powers between all pairs of proximate mobile transmitters
and receivers, as shown in Fig. 1, to ensure that signal-to-
interference-plus-noise ratios (SINRs) are sufficient for all
groups.

Current channel models are not well-matched to the needs
of dynamic spectrum management in mobile networks. Many
path loss prediction models require computing losses due
to propagation mechanisms such as reflection and diffrac-
tion in the particular geometry of the network deployment
area. For example, the terrain-integrated rough earth model
(TIREM) [6] computes diffraction losses based on the terrain
features and building heights extracted for each transmitter
and receiver pair. Ray tracing models [7] additionally re-
quire high-resolution environmental databases and are highly
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Fig. 1: Assigning channels and transmit powers to ensure the
required SINRs among links between T transmitters (TX) and
R receivers (RX) demands RT channel loss estimation and
recomputation as users move.

computationally complex. Such site-specific models have high
accuracy compared to general-purpose models which curve-
fit to empirical data, such as the Okumura-Hata [8] and log-
distance path loss [9] models. However, if real-time dynamic
spectrum management requires high-resolution site clutter data
and significant computational resources, it will limit who can
perform this management [10].

Emerging machine learning (ML) channel models can be
both accurate and fast during testing but require very large
datasets and computational resources during model training
[11], [12]. Further, ML models suffer from the black-box
problem, in which no human-understandable explanation or
reasoning for their predictions is possible [13]. This prevents
system engineers from diagnosing problems when a model
performs poorly. Updating an ML channel model over time
does not allow engineers to explain how (or if) the model
has been impacted by changes in the environment, e.g., a
new building having been constructed. Current and future
regulations may require model explanations for legal purposes
[14] — if some system is harmed by path loss prediction model
errors, a human-understandable explanation must be provided.

In this paper, we develop and validate a new type of channel
learning model, the Channel Estimation via Loss Field (CELF)
model, which simultaneously is more accurate than current ML
channel models trained with the same data, is explainable, and
is less computationally complex to train. CELF formulates the
link fading loss as a linear function of a shadowing loss field.
This loss field is connected to the underlying wave propagation
physics in that it accounts for the physical mechanism of
shadowing due to obstacles in the spatial domain, and is
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Fig. 2: Overview of the proposed CELF model and the online shadowing prediction process.

viewable as a simple image map. Research also estimates the
shadowing attenuation caused by people [15] and walls [16]
via this type of model. As shown in Fig. 2, the loss field
is learned from training measurements via Bayesian linear
regression, but training is lower in computation requirements
compared to a general-purpose ML model. Using training
measurements allows the model to fit the particular site of
deployment. Sensors deployed as part of a radio dynamic
zone, or conducted by nodes using the spectrum as part of
the dynamic spectrum access protocol, can be used to collect
these measurements. Training data quantities can be low in
comparison with other ML methods. We also discuss Bayesian
regression’s stability and optimization for more robust and
efficient learning of the loss field. To predict shadowing
loss for a new link, CELF computes a weighted sum of a
small number of voxels of the learned loss field image. The
implementation of CELF is in [17].

We use outdoor and indoor datasets to experimentally
quantify how accurately and efficiently CELF performs. We
compare CELF with three general-purpose ML methods: sup-
port vector regression (SVR), random forests, and multi-layer
perceptron (MLP)-ANN, in terms of (1) variance reduction
compared to a baseline model, (2) training efficiency, and
(3) prediction efficiency. CELF reduces the variance of total
fading loss estimates by up to 56% outdoors and 40% indoors.
In comparison to the ML-based methods, CELF achieves
larger variance reductions. The MLP-ANN model is the most
accurate model out of the three ML-based methods, but it
requires three times more time than CELF for model training.
For shadowing loss prediction, CELF is faster than SVR but
slower than MLP-ANN as the test dataset size and the loss
field size severely impact CELF’s prediction efficiency.

For perspective, path loss models do not predict small-
scale fading effects, i.e., those caused by sub-wavelength (cm-
level) changes in the position of the transmitter or receiver.
Small-scale fading is severe, e.g., more than 20 dB 1% of the
time in a Rayleigh fading channel [9]. Path loss models do
not know the device and environmental obstruction positions
to the required level of accuracy. Instead, channel path loss
models like our proposed model predict large-scale fading
(caused by increasing distance) and medium-scale or shadow
fading (caused by obstructions) [18]. Since training and testing
measurements include small-scale fading but our model cannot
predict it, we cannot reduce the path loss variance to zero.
Instead, we judge models by how much they can reduce fading

variance compared to a standard statistical channel model. We
find that CELF shows larger variance reductions across all of
our experiments, than any other model, ML or otherwise.

II. RELATED WORK

Path loss prediction has an extensive disciplinary history
over several decades. Models used today vary by to what they
rely on:

1) the physical mechanisms of radio propagation, e.g., re-
flection and diffraction;

2) information about the site, e.g., terrain and building
geometry data;

3) curve-fitting to empirical data recorded in past measure-
ments;

4) fitting or learning using empirical data collected in the
area of deployment.

While some models do not characterize the probability distri-
bution of the channel loss, statistical models state a distribu-
tional model for the loss variation.

A. Physics-based models

Physics-based models aim to accurately characterize radio
wave propagation effects such as reflection and diffraction.
The most fundamental is the free-space path loss model [9],
but it models only unobstructed channels, and is thus limited
to satellite communication and unobstructed microwave relay
links. The two-ray ground reflection model accounts for both
the line-of-sight (LOS) and the ground-reflected paths [19],
and is typically used in flat clutter-free areas like plains [20].
When more multipath must be modeled, ray tracing is both
the most accurate and most complicated model for path loss
[7]. Ray tracing requires site-specific building databases, i.e.,
building layout, heights, and dielectric properties, as well as
detailed terrain and ground use data, so that each wave path
can be traced using geometrical optics [21]. Its computational
complexity and need for high-resolution site-specific data
make it impractical for large-scale, real-time applications.

B. General empirical models

General empirical models are based on an analysis of
measurements taken from an environment similar in use to the
area of interest, e.g., urban or suburban. The Okumura-Hata
model is based on measurements from Tokyo in the 1960s
as formulated by Hata [8]. It uses curve-fitting to model the
effect of signal frequency, antenna heights, path length, and
environment type on the channel loss. The COST-231 Hata



model extends the Okumura-Hata model to data from some
European cities [22].The benefits of statistical models are the
simple closed-form formula and no need for data from the site
of interest. However, they are restricted to certain frequency
and distance ranges, and most critically, they are most accurate
in the environments from which the measurements came [20].

C. Hybrid empirical/physical models

The Longley-Rice model and the irregular terrain model
(ITM) combine empirical modeling and physical principles for
ground reflection, knife-edge and far-field diffraction, and tro-
poscatter predictions [23]. This model considers environmental
factors including surface refractivity, ground conductivity, at-
mospheric parameters, and terrain irregularities for path loss
prediction [7]. It is in use today in systems like SAS [24].
The terrain-integrated rough Earth model (TIREM) model [6]
considers a profile of the terrain features and building heights
[25]. The last hybrid model is the International Telecommu-
nication Union’s (ITU)-R P.1812 model, which uses detailed
terrain profiles to target path-specific predictions. It has been
widely used for terrestrial wireless systems [26].

D. Statistical models

Statistical models characterize the statistical distribution of
the channel losses, rather than only the average value. The
most common model is the log-normal shadowing model,
which models shadowing loss as normally distributed in dB
[20]. Other models explain the statistical correlation between
the shadowing loss on two proximate links [27]–[29], which
become correlated by passing through the same or similar
obstructions. CELF models this correlation implicitly via
its loss field. Other distributions for shadowing include the
Gamma [30] and inverse Gamma [31] distributions. We note
that the most well-known distributions, Rayleigh and Rician,
are models for small-scale fading loss, and are thus not further
discussed in this paper.

E. ML channel models

Another popular class is ML channel models which are
designed using general-purpose ML architectures and exten-
sive datasets [11], [32], [33]. We categorize these models as:
(1) SVR, K-Nearest-Neighbors (KNN), and ensemble learning
methods such as random forests [33]; (2) ANN models includ-
ing MLP-ANN models [34], [35] and radial basis function-
ANN models (RBF-ANN) [36], and (3) more complex DNN
models [12], [37]. For example, the RadioUNet model in
[12] utilizes large datasets and environmental geometry as
input to Unet, a special Convoluted Neural Network (CNN)
architecture for path loss modeling.

ML-based methods can provide higher prediction accuracy
than domain-specific models at the cost of extensive datasets
or detailed environmental information. Additionally, the high
complexity of model training and updating will result in
significant latency. The lack of interpretability of ML methods
is a particular challenge, as RF engineers can find it difficult
to diagnose a problem when the model performs poorly.

Further, regulation increasingly requires businesses to be able
to explain why an algorithm’s prediction was made [14].

CELF is also a learning-based model which uses site
measurements to train. It requires no knowledge about the
environment and can be trained with fewer measurements
than a general-purpose ML model. Further, CELF explains
its estimates via the shadowing field image, which should
correlate to the attenuating obstructions in the area.

III. CHANNEL ESTIMATION VIA LOSS FIELD

In this section, we present the CELF model in three parts.
First, we describe the idea of a base model, and describe what
is used in this paper. Next, we describe how CELF augments
the base model for better path loss estimation, using a spatial
loss field. Finally, we explain how to estimate the loss field
from training measurements.

A. First-order channel estimation

CELF predicts the additional path loss compared to a base
model, an arbitrary path loss model. The base model could
be any model described in the related work (Section II), but
presumably something simple to compute. CELF’s role is to
augment the estimates from the base model by additionally
accounting for the natural spatial correlations in the path loss.

In this paper, we use the log-distance path loss model as
the base model, which states that the ensemble average power
P̄ (dl) along a link l = (i, j) between node i and node j
reduces in a logarithmic manner with increasing distance [9]:

P̄ (dl) = PT −Π0 − 10np log
dl
∆0

(1)

where PT is the transmitted power in dBm, dl is the link
distance, Π0 is a constant specifying the dB loss at a reference
distance ∆0, and the path loss exponent np indicates the level
of environmental clutter.

Given the same distance dl, the received power measure-
ments vary around the average P̄ (dl) due to shadow fading
and small-scale fading [20]. As a result, the received power
P (dl) along the link l can be written as:

P (dl) = P̄ (dl)− Zl

Zl = Xl + Yl,
(2)

where Zl is the total fading loss, which consists of independent
shadowing loss Xl and small-scale fading loss Yl [15].

B. Network shadowing model for shadowing correlation

The total fading loss Zl is commonly modeled as inde-
pendent and identically distributed (i.i.d.) across links [38]–
[40]. However, that simplification disagrees with the empirical
observation that shadowing losses along two links are corre-
lated due to obstructions, e.g., outdoor buildings and terrain
variations, and indoor walls and furniture [28], [41], [42].

In order to simultaneously model the correlations in shadow
fading that exist across multiple link pairs in a network, we
use the network shadowing model [43]. Let L be a set of link
pairs in a wireless network, and L = |L| is the size of the set.
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Fig. 3: The ellipse model for selecting valid pixels (•) that
contribute to the shadowing loss of link l = (i, j).

We assume that each link is different in either transmitter or
receiver location from the other links in the set L. The network
shadowing model describes the joint link fading loss as:

z = Wp+ n (3)

where z = [Z1, Z2, . . . , ZL]
T ∈ RL×1 is the total fading loss

vector, W ∈ RL×M is a weight matrix, p ∈ RM×1 is a
discretized loss field in dB, and n ∈ RL×1 is a noise vector.
Their details are given below.

Spatial loss field. The spatial loss field of [43] characterizes
the environment of interest as a Gaussian random field that
is isotropic wide-sense stationary. It has zero mean and an
exponentially decaying spatial covariance function:

Cp(m,n) =
σ2
X

δ
exp(−dm,n

δ
) (4)

where dm,n is the Euclidean distance between the centers of
pixels m and n, σ2

X is the variance of the shadowing loss, and
δ is a space constant.The shadowing loss Zl on link l is then
a weighted sum of the loss field p over the pixels that cross
near the link l.

Weight matrix model. A popular ellipse model in [15]
is adopted for the weight matrix W , as shown in Fig. 3.
It considers the two ends of link l as the foci and utilizes
a tunable parameter λ to determine the ellipse width. A
pixel is viewed as valid if it falls within the ellipse, and the
corresponding weight in W will have a non-zero contribution
to the shadowing loss of link l. Past studies [15], [42], [43]
construct the weight as:

wlm =
1√
dl

{
1, if dl,m(1) + dl,m(2) < dl + λ

0, otherwise
(5)

where dl,m(1) and dl,m(2) are the distances from the center
of pixel m to the two ends of link l, dl is the link distance,
and λ is the ellipse width parameter.

Small-scale fading and noise. The Gaussian noise n is the
sum of small-scale fading loss and measurement noise which
are independent of each other. Measurement noise is first
assumed to be i.i.d. normally distributed. Small-scale fading,
also known as multipath fading, describes the attenuation that
occurs from constructive and destructive addition of multipath
phasors [20]. While small-scale fading may have multiple
distributions depending on the number of significant-amplitude

multipath components [44], here we model it as i.i.d. Gaussian
in dB. The rationale is in [42] which approximates small-scale
fading to be (1) uncorrelated for mobile network nodes that
are typically many wavelengths separated and (2) Gaussian
distributed by averaging it across many frequencies. Note
that without the Gaussian noise assumption, Bayesian linear
regression still applies for loss field learning and the analytical
solution given below can be adjusted accordingly.

C. Loss field learning

Bayesian linear regression. Given the linear joint link
model in (3) and the Gaussian loss field prior, we reconstruct
the loss field p via Bayesian linear regression. We note the
likelihood function of the total fading loss vector is,

f(z|W ,p, σ2
n) = N (Wp, σ2

nIL). (6)

Next, the loss field prior is modeled as Gaussian with pdf,

f(p) = N (0,Cp). (7)

Therefore the posterior pdf of p is multivariate Gaussian as

f(p|z,W , σ2
n) ∝ f(z|W ,p, σ2

n) · f(p)
= N (µp|z,Cp|z),

(8)

where

µp|z = σ−2
n (σ−2

n W TW +C−1
p )−1W Tz,

Cp|z = (σ−2
n W TW +C−1

p )−1.
(9)

As a result, we can acquire both the minimum mean-square
error (MMSE) solution and the maximum a posterior (MAP)
estimator p̂ as the posterior mean µp|z in (9).

The solution can be further generalized by a tunable regu-
larizer α, which leads to the final estimator p̂ as:

p̂ = Π1z

Π1 = (W TW + αC−1
p )−1W T (10)

Solution stability. The linear regression, however, is an ill-
posed problem, i.e., the attenuation image estimate p̂ from the
measurement vector is not unique. Such ill-posedness is due
to two main factors:

1) L < M : there are more pixels to be estimated than link
measurements, thus the problem is underdetermined;

2) L > M but with a sparse W : only a few pixels are
assigned non-zero weights for each link and thus W is
rank-deficient regardless of the number of link samples.

For a stable solution, the regularization constant α in (10) is
required to be positive. In doing so, the estimator is robust to
rank deficiency in the weight matrix, and the inverse term in
the operator Π1 always exists.

Solution efficiency. Latency can be the other concern given
large datasets and wide area estimation, and thus requires
efficiency improvement. If L < M , we can review the problem
as sparse linear regression and adopt the common minimum
norm estimator (MNE) as:

p̂ = Π2z

Π2 = CpW
T (WCpW

T + αI)−1
(11)



Dataset Receiver Count SDR Antenna
Height (m)

Samples

Outdoor

Rooftop 5 X310 28–51 13114
Fixed 12 B210 1.5 24253

Mobile 7 B210 2.0 8688
Dense 5 B210 8.8 13268

Indoor DS-SS 44 – 1.0 946

TABLE I: Specifications for the indoor and outdoor datasets.

which calculates an inverse of only a RL×L matrix rather than
RM×M .

If L > M , we leverage the Cholesky decomposition [45] to
lower the latency. It is based on the fact that (W TW+αC−1

p )

in Π1 is symmetric and positive definite. Let A = W TW +
αC−1

p , and b = W Tz. We first calculate the triangular matrix
S via the Cholesky factorization:

SST = A, S = cholA. (12)

By reformulating the problem as SSTp = b, the loss field
estimate p̂ can be obtained via forward-backward substitution.
According to [46], the Cholesky decomposition can be twice
as efficient as the general LU decomposition.

IV. EVALUATION METHODOLOGY

In this section, we describe one outdoor and one indoor real-
world received power dataset, three popular ML-based meth-
ods, and two evaluation metrics for assessing the performance
of the CELF algorithm.

A. Real-world received power datasets

Outdoor Dataset. This dataset [47] is collected from a 2.2
km × 2.1 km university campus area. A portable commercial
radio is used as the transmitter, and the receivers are 25
software-defined radio (SDR) nodes with omnidirectional an-
tennas deployed on POWDER, an open wireless experimental
testbed [48]. The carrier frequency is 462.7 MHz and the trans-
mit power is 1W. The receivers are one of 4 types, Rooftop,
Fixed, Mobile, and Dense, according to the radio-antenna-
placement differentiation. Table I gives specifications for each
receiver type. Fig. 4a and 4b show the GPS coordinates of
the transmitter and all the receivers on the campus map. As
the four types of receivers are heterogeneous and uncalibrated,
this work treats the data collected by each type as a separate
dataset.

Indoor Dataset. This dataset [49] is from in an indoor office
area, a 17.5 m × 15 m space surrounded by 1.8 m high cubicle
walls, as shown in Fig. 4c. Channels between all pairs of 44
device locations are measured by transmitting a pseudo-noise
code with a 40-MHz chip rate at 2443 MHz. The transmit
power is 10 mW. Thus, this indoor dataset has in total 44 ×
43 × 0.5 = 946 measurements assuming link reciprocity, as
described in [50].

Train-Test Split. Each dataset needs to be split without
overlapping for loss field estimation (training) and shadowing
loss prediction (testing) purposes. We choose the link index

as the criterion to partition the datasets. Each dataset is split
with a 7: 3 ratio. Each data point is randomly assigned for
training or testing.

B. Methods for comparison

We adopt the Okumura-Hata model and three general-
purpose ML models, Random Forest, SVR, and MLP-ANN, in
this work for performance comparison. The rationale behind
such choices is: (1) they represent the two main categories in
the related work – non-learning and learning approaches; (2)
they require neither site-specific terrain information nor large-
scale datasets, unlike complex deep learning models such as
RadioUNet [12] and PL-GAN [51]; (3) they have been widely
used as benchmarks for path loss prediction [20], [33], [34],
[52], and the Okumura-Hata model particularly has been in
use for the CBRS band sharing and analysis [53].

• Okumura-Hata [8]: it provides a closed-form empirical
formula for path loss computation over 150-1500 MHz
frequency range. This model is only compared across out-
door datasets as it does not capture indoor environments.

• Random Forest [54]: it is an ensemble learning approach
that first constructs multiple decision trees on random
subsets of the dataset and then combines them to improve
the accuracy and robustness of the model.

• SVR [55]: it is a variation of support vector machines
used for regression. Unlike traditional squared error min-
imization, SVR fits a line or a curve by maximizing the
margin of error.

• MLP-ANN [34]: MLP-ANN is a feedforward neural net-
work that consists of an input layer, an output layer,
and multiple hidden layers. It is trained iteratively using
algorithms like stochastic gradient descent for squared
error optimization.

C. Evaluation metrics

We adopt two evaluation metrics, variance reduction and
running time, to quantify the performance of the tested al-
gorithms. To specify, variance reduction is defined as the
percentage decrease of the fading loss variance, i.e.,

ϵ =
σ2
zT

− σ2
err

σ2
zT

· 100% (13)

where σ2
zT

is the fading loss variance of a dataset T after
the first-order channel estimation in Section III-A, and σ2

err is
the error variance after shadowing loss subtraction which is
computed as the mean-squared error (MSE):

σ2
err =

∥zT −W T · p̂∥2

NT
(14)

where p̂ is the attenuation image learned from Section III-C,
W T is the weight matrix using the ellipse model, and NT =
|T | is the size of the dataset T .

The other metric, running time, is a measure of the com-
putational efficiency of the proposed CELF algorithm. It
has been crucial in time-sensitive applications such as real-
time spectrum access and management systems [56]. This
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Fig. 4: The transmitter and receiver locations of the outdoor and indoor received power datasets. They are collected in a
2200×2100 m2 campus area and a 17.5×15 m2 indoor office with cubicles (–) respectively.

metric includes the execution time for loss field learning and
shadowing loss prediction. Note that the terms “learning” and
“training”, “prediction” and “testing” are used interchangeably
for comparing CELF to the selected approaches in Section V.

We take the following three steps to ensure result compa-
rability. First, all the models are trained and tested on the
same partitioned datasets. Second, the inputs of these ML
models are the 2D coordinates of transmitters and receivers to
be consistent with CELF. Lastly, all the results are obtained
by running the algorithm on the same Linux system with a
16-core Intel Xeon Gold 6130 processor.

V. RESULTS

Experimental results of the proposed CELF algorithm are
given in this section. We first present two loss field image
examples which are learned from the datasets in Section IV-A.
We then compare CELF with the chosen models via variance
reduction and latency from Section IV-C. The impact of the
hyperparameters on accuracy is also discussed. Finally, we
present results on the measurement noise variance and the
small-scaling fading loss variance. The combination of the two
approximates the total noise variance as a lower bound for the
fading loss variance.

A. Example loss field images

This subsection presents two example loss field images
using the log-distance path loss model in Section III-A and
the proposed CELF algorithm in Section III-C. They are
learned from the Rooftop outdoor and indoor training datasets
respectively. The rationale behind the Rooftop dataset choice is
that these receivers, as deployed high above the ground, give
better coverage of the campus area. We select both outdoor
and indoor datasets to discuss CELF’s practical use in various
types of environments. The image boundaries are the same as
Fig. 4a and 4c.

The statistical analysis follows the next four steps. First,
we determine the path loss exponent np and the reference
loss PT − Π0 in (1) via linear regression. The reference
distance ∆0 is set to be 1 m across the datasets. The re-
sults of the two examples are (1) Rooftop: np = 2.73 and

Hyperparameter Description Rooftop Indoor

δp Pixel width (m) 25 0.35
σ2
x/σ

2
z Shadowing variance ratio 0.58 0.30

δ Space constant (m) 35 2.5
λ Excess length (m) 105 0.18
α Regularization 0.3 41

TABLE II: Model hyperparameters for CELF.

PT − Π0 = −1.25 dBm, and (2) indoor: np = 2.26 and
PT −Π0 = −37.04 dBm.

Second, we tune hyperparameters for CELF and interpret
their values. The model hyperparameters are selected via 5-
fold cross-validation. This procedure is to randomly sample
1/5 data out of the training dataset for hyperparameter valida-
tion and overfitting prevention. Their descriptions and values
are given in Table II. The first hyperparameter, δp, denotes
the attenuation image resolution and impacts both computation
time and prediction accuracy. The second shadowing variance
ratio, σ2

x/σ
2
z , represents the contribution of shadowing loss to

the total fading loss. In comparison to outdoor environments,
indoor surroundings have more multipath components as in-
door obstacles like walls that obstruct radio wave propagation
are relatively uniformly placed throughout the area. Therefore
the indoor dataset shows less variation in shadowing. The
third space constant δ indicates the obstruction size in the
environment [42]. We expect that obstacles will be smaller for
the indoor area. In this case, the δ for the Rooftop dataset is 35,
larger than 2.5 for the indoor dataset. The next hyperparameter
λ is introduced by the ellipse weight model to select valid
pixels for each link. It is determined by the area size and the
pixel width. The last hyperparameter α balances the loss field
prior and the data from the area of interest. We notice that
α of the indoor dataset is about 100 times larger than that of
the outdoor case. This can be explained by the 1/

√
dl weight

in 5. The path lengths dl of the indoor measurements are 100
times smaller, which makes α 100 times larger to balance the
1/dl discrepancy in 10.

Next, we derive the weight matrix and estimate the loss
image via Bayesian linear regression. Fig. 5 demonstrates the



(a) The Rooftop training dataset.
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Fig. 5: Example loss images learned via the proposed CELF algorithm and the site maps as a reference.

two trained loss images and the site maps as a reference. It
can be observed that they have spatial loss ranges of -24–
24 dB and -1.25–1.00 dB respectively. Higher losses can be
seen at higher obstructions such as the marked rectangle areas
in Fig. 5a and near cubicle walls in Fig. 5b.

The red ellipse area of Fig. 5a highlights a mismatch
between the estimated two high-loss regions and one high
obstruction of the site map. The loss image estimate is in fact
more accurate because the terrain profile is outdated; a new
building recently constructed at the star (⋆) location was not
in the database used to generate the left image in Fig. 5a. Note
that CELF does not use any terrain or building information.
Collecting and maintaining the site-specific terrain dataset
could be time-consuming and expensive, but CELF can use
channel loss measurements for accurate and cost-effective loss
field estimation.

The correlation between obstructions and spatial losses is
further proposed for wall imaging [16]. Fig. 5b presents the
loss image of the indoor office and the cubicle locations. It can
be observed that desks, computers, and bookcases are gener-
ally positioned close to the cubicle walls. Correspondingly the
estimated loss image is lower in the middle of each cubicle

and higher close to the cubicle walls where these obstructions
are more often placed. Similarly, the vertical corridor region
at x ≈ 3.2 m experiences lower losses than either side of the
corridor. The edges of the loss image are generally close to
zero due to the lack of measurements and thus the estimates in
that region mostly rely on the field prior. The match between
the environment and the loss image validates that the proposed
CELF approach has the potential for spatial loss field learning
and further shadowing loss prediction.

The final step is to quantitatively assess the accuracy of
the learned loss image via variance reduction. For the Rooftop
training dataset, the fading loss variance after the log-distance
path loss model is 58.4 dB2. The MSE by estimating the
shadowing loss decreases to 30.7 dB2 which is 47.4% less
than that of the base model. For the indoor training dataset,
the fading loss variance reduces from 19.8 dB2 to 10.1 dB2,
which corresponds to a 49.3% reduction.

B. Accuracy analysis

Upon obtaining the loss image, we evaluate CELF’s perfor-
mance on the test datasets. The first is the accuracy analysis
using the variance reduction metric. Fig. 6 demonstrates the
variance reduction results on the outdoor and indoor test



Receiver Training Time (s) Testing Time (s)

Random Forest SVR MLP-ANN CELF Okumura-Hata Random Forest SVR MLP-ANN CELF

Rooftop 1.210 7.411 26.753 8.215 0.001 0.018 0.726 0.011 0.402
Fixed 1.587 28.687 59.671 15.767 0.001 0.027 2.353 0.024 0.642

Mobile 1.605 4.247 13.552 4.837 0.001 0.014 0.311 0.004 0.243
Dense 0.700 7.105 25.524 6.036 0.001 0.014 0.755 0.005 0.357
DS-SS 0.131 0.041 2.402 0.133 – 0.007 0.006 0.002 0.005

TABLE III: Running time comparison for training and testing among Okumura-Hata, ML models and the CELF algorithm.
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Fig. 6: Variance reductions on the outdoor and indoor test
datasets via Okumura-Hata, three ML methods, and CELF.

datasets. Note that the Okumura-Hata model predicts path loss
directly without first-order channel estimation and thus its er-
ror variance is computed as the unbiased path loss variance. It
can be seen from Fig. 6 that all methods except the Okumura-
Hata model can lower the fading loss variance to a certain
degree. MLP-ANN gives the largest variance reduction among
the three ML-based methods. However, CELF outperforms
all the ML models across the test datasets. Take the Rooftop
dataset for instance. CELF can achieve 42.3% variance reduc-
tion which is higher than MLP-ANN’s 39.6%. To summarize,
we are able to show that the CELF algorithm outperforms the
three ML methods in terms of variance reduction.

C. Efficiency analysis

We compare the training and testing efficiency of the
methods via running time. Their results are shown in Table
III. First, it can be observed that the Okumura-Hata model
provides the fastest predictions due to its closed-form com-
putation. Second, MLP-ANN, among the remaining methods,
is the most efficient for shadowing loss prediction but the
most computationally expensive for training. Third, the slowest
model for testing is SVR except for the indoor dataset. Last,
CELF is approximately 3 times faster than MLP-ANN for
image learning. As a result, it can update the model with new
measurements or learn the spatial loss of a new environment
with much less computational cost. Comparing the prediction

Receiver Data Variance (dB2) Reduction

Stationary Radius≤ 1λf Sum Percentage

Rooftop 3.9 20.3 24.3 58.4%
Fixed 2.9 11.0 13.9 76.9%
Dense 2.6 8.2 10.8 58.8%

TABLE IV: Data variance when the portable transmitter is
stationary or rotating with a radius ≤ 1λf .

time, we can see that CELF is slower than MLP-ANN across
all the datasets. This is due to the time-expensive weight
matrix computation for each data point. Optimization of the
weight model is needed for prediction efficiency improvement
and remains future work.

D. Effect of hyperparameters

CELF’s hyperparameters play a significant role in its per-
formance. We here present variance reduction as a function of
CELF’s three major hyperparameters on the indoor dataset.

Fig. 7a shows that the variances for both training and test
datasets mostly reduce less as the pixel width δp increases
from 0.15m to 15m. Fluctuations occur at near 2.5 m, 3.5 m,
5 m, and 8 m. While the lower the pixel width, the higher
the variance reduction, it comes with a training time sacrifice.
Fig. 7b discusses the reduction variation vs. the space constant
δ. Reductions for testing and training decrease as δ increase
from 0.5m to 15m. As δ approximates the obstruction size,
unreasonable large space constants give lower variance reduc-
tion for training and testing. Fig. 7c presents the effect of the
excess length λ on variance reduction. It can be seen that too
large of the excess length includes too many pixels for loss
field estimation and thus leads to lower variance reduction.

E. Lower variance bound approximation

We analyze a subset of the outdoor dataset which is col-
lected when the FM transmitter is either stationary or rotating
with a radius less than or equal to 1 wavelength (λf ). The
subset has 14,026 received power observations. Variation in
stationary data approximates the measurement noise variance,
and the data for link distances changing on the order of the
signal wavelength can estimate the small-scale fading loss
[20]. Hence the sum of the two gives a sense of the lower
bound on the total fading loss variance σ2

n. Table IV illustrates
the variance of the two measurement sets. Note that the Mobile
dataset is not applicable as the receivers are constantly moving.
We can learn that for the Dense dataset, the variance reduction
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Fig. 7: Variance reduction vs. CELF’s hyperparameters on the indoor dataset.

upper limit is 58.8% which, based on Fig. 6, is 12.9% higher
than the result of CELF. By comparing Table IV and Fig. 6,
we can conclude that there is still room to lower the shadowing
loss variance, but the proposed method has shown results
closer to the limits.

VI. CONCLUSION

This paper proposes CELF, which learns a spatial loss
field and uses it to predict shadowing loss on any new links
in a deployment area. It formulates total fading loss via a
discretized linear model and applies Bayesian linear regression
and optimization for the loss image estimation.

The proposed method has been validated with two evalua-
tion metrics, variance reduction, and running time for training
and prediction. It is tested on one outdoor and one indoor
real-world dataset. The Okumura-Hata model and three ML-
based methods, SVR, random forest, and MLP-ANN, are used
for performance comparison. Experimental results demonstrate
that CELF presents larger variance reductions than all the other
methods and can also estimate the loss image more efficiently
than the most accurate MLP-ANN model.
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